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A B S T R A C T

The Price-Rind 92 parameterization (Price and Rind, 1992) that utilizes cloud top height as predictor for the
estimation of lightning density is widely used by modelers in an attempt to forecast electrical activity in
thunderstorms. In the present paper new parameterizations for the estimation of lightning density of convective
clouds are formulated. LINET lightning data, NWC SAF (Satellite Application Facility on support to Nowcasting
and Very Short-Range Forecasting) products and ERA-Interim (ECMWF-Re Analysis) data, covering the summer
of 2016 over continental Europe, are used. The proposed models estimate the lightning density of convective
clouds, using cloud top height, cloud top pressure and cold cloud depth as predictors. Model efficiency statistics
calculated over an independent dataset, suggest that the proposed models can be considered successful over the
specific area (continental Europe) and period (summer). The new cloud top height model differs from the PR92
and other parameterizations, which is not an unexpected result, since every model has its own characteristics,
strengths and weaknesses. The new parameterizations could be utilized in numerical model simulations to
produce quantitative estimations of the amount of strokes over convective areas.

1. Introduction

Lightning is a spectacular but potentially dangerous phenomenon.
Wildfires (Flannigan and Wotton, 1991; Rorig and Ferguson, 1999; Liu
et al., 2010; Peterson et al., 2010), industrial accidents (Chang and Lin,
2006; Renni et al., 2010; Krausmann et al., 2011), aviation accidents
(Cherington and Mathys, 1995) and human fatalities in general (Coates
et al., 1993; Ashley and Gilson, 2009; Elsom, 2001; Cardoso et al.,
2014; Papagiannaki et al., 2013) are some of the possible outcomes of
the atmospheric electrical phenomena. Such a dangerous but at the
same time interesting phenomenon merits and of course receives tre-
mendous attention by weather scientists and researchers. Forecasting
and nowcasting are included in the most important fields in the re-
search on lightning.

Barthe et al. (2010) used the Weather Research and Forecasting
Model (WRF) to simulate two thunderstorms over the US, and in-
vestigated the effectiveness of a set of parameters as a proxy for light-
ning flash rate prediction. They found that the most reliable parameters
were the precipitation ice mass and maximum vertical velocity. In an
effort to nowcast lightning, Kohn et al. (2011) used the ZEUS VLF

lightning detection network and the Warning Decision Support System-
Integrated Information (WDSS-II) software. They simulated lightning
form thousands of thunderstorms up to 2 h ahead and showed that their
algorithm was very successful in locating lightning clusters. Wong et al.
(2013) implemented the Price-Rind (Price and Rind, 1992) Lightning
Parameterization Scheme (hereafter PR92) in the WRF model and
evaluated its performance for simulating lightning activity over the
United States. It was shown that although the integrated flash count
agrees with observations when model biases in convection are taken
into account, significant problems were identified on the simulation of
the frequency distribution. Zepka et al. (2014) attempted to predict
lightning over Brazil. They developed the Potential Lightning Region
(PLR) method which combines various WRF variables and estimates the
probability of the occurrence of lightning over a region. Their method
performed better when lightning data was also utilized as input.
Giannaros et al. (2015) attempted to predict lightning activity during
ten events over Greece, using the WRF model. They found that the
overestimation of the activity could be significantly reduced after im-
plementing microphysics and thermodynamics masks, with the better
results occurring with the combined use of the total ice content, the
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maximum vertical velocity and the convective potential available en-
ergy (CAPE). In continuation to the aforementioned work, Giannaros
et al. (2016) has shown, based on the verification of 1-year of lightning
forecasts, that the application of masking filtering was necessary for the
improvement of lightning forecasts for all three convective para-
meterization schemes employed. Karagiannidis et al. (2016) employed
MSG IR imagery and real-time data from the ZEUS VLF lightning de-
tection network in order to nowcast lightning manifestation over
Greece over a period of 1 h. Their validation showed an acceptable
degree of success and their tool was considered fit for operational use.
Pytharoulis et al. (2016) studied a heavy precipitation event in northern
Greece, using the Lightning Potential Index proposed by Yair et al.
(2010), and obtained a lot of useful conclusions regarding the efficiency
of simulations on intense precipitation events, influenced by both sy-
noptic forcing and topographic effects. Gijben et al. (2017) used
lightning data from the Southern Africa Lightning Detection Network
along with parameters computed by the Unified Model and developed a
Lightning Threat Index (LTI) for the warm part of the year. As they
showed LTI is sensitive and specific enough, although it over-forecasts
lightning during spring.

Part of the algorithms and methods utilized to forecast lightning by
numerical models are based on the PR92, proposed in Price and Rind
(1992). The authors formulated two different parameterizations, one
for continental and one for maritime thunderstorms. The continental
formula suggests that the flash rate frequency (in flashes per minute) is
almost proportional to the fifth power of the storm height
(Fc= 3.44 ∙ 10−5 ∙H4.9 where Fc is the flash rate and H the thunder-
storm height in km). The maritime formula suggests that the flash rate
is almost proportional to the second power of the storm height
(Fc= 6.4 ∙ 10−4 ∙H1.73). In the following years, several researchers at-
tempted to utilize or reassess the PR92 parameterization. For example
Michalon et al. (1999), following the suggestions of Molinié and
Pontikis (1995, 1996), introduced a new parameterization where the
cloud droplet concentration is included, unifying thus the continental
and maritime formulas. They argued that the introduction of the cloud
droplet concentration improved the estimation efficiency of the flash
rate. Ushio et al. (2001) addressed the relationship between storm
height and flash rate over several regions, using Tropical Rainfall
Measuring Mission (TRMM) satellite data. They showed that this re-
lationship is nonlinear and presents large variance, and also that the
flash rate increases with storm height, but there are cases of tall
thunderstorms with rather low flash rates. Moreover, discrepancies
between seasons were identified. Overall they concluded that although
the fifth power scaling law of PR92 was not inconsistent with their data,
it wasn't always the best fit. Yoshida et al. (2009) examined the re-
lationship between the number of flashes per second per convective
cloud and the cold-cloud depth, the latter being defined as the height of
the cloud above melting point. They concluded that the fifth power law
is adequate to describe this relationship, both for continental and
maritime storms. Boccippio (2002), although placed significant ques-
tions about the consistency of the underlying theory of the PR92 mar-
itime parameterization, accepted that a purely empirical fine-tuning of
the relationship may lead to useful approximations of the lightning
activity based on geometrical features of the storms. According to
Barthe et al. (2010), who simulated two storms over the US using the
WRF model, the cloud top height can be used to estimate the flash rate
trend and value, only for the airmass thunderstorm case. Finally,
Giannaros et al. (2015) who assessed the efficiency of a lightning ac-
tivity algorithm based on the PR92 parameterization in WRF model,
showed that after implementing a mask based on total ice content,
maximum vertical velocity and CAPE, the PR92 parameterization pre-
sented very good results on estimating the severity of the lightning
activity.

In the present paper we attempt to formulate simple models to es-
timate lightning density (LD) associated with convective clouds. To do
that we utilize the number of total lightning strokes, in relation to the

highest altitude of the surrounding cloud top pixels. We use the term
“altitude” in a general sense, to include the Cloud Top Height (CTH) in
kilometers, and the Cloud Top Pressure (CTP) in hPa. Those two mea-
sures of cloud top “altitude” are computed using EUMETSAT's
(European Organisation for the Exploitation of Meteorological
Satellites) NWC SAF v2013 CTTH (Cloud Top Temperature and Height)
product, for the Meteosat satellites. The source code of the NWC SAF
package is freely available to users in possession of a license agreement
with EUMETSAT. The National Observatory of Athens (NOA) has in-
stalled and operates the package on a Unix platform since the summer
of 2015. More about NWC SAF can be found in (http://www.nwcsaf.
org/, last accessed on 12/11/2018).

The 2013 version of NWC SAF, which is used in the present analysis,
in its general configuration requires input of real time satellite data in
High Rate Information Transmission (HRIT) format. For many of its
products, numerical weather prediction (NWP) fields are also manda-
tory. We use the Weather Research and Forecasting model (WRF),
version 3.6.1 (Skamarock et al., 2008) to produce the necessary NWP
inputs.

In section 2 the software and models that are used are briefly pre-
sented. Section 3 includes the description of the data and section 4
depicts the methodologies used in the analysis. The results are pre-
sented and discussed in section 5, while section 6 summarizes and
discusses the main conclusions of the analysis.

2. Algorithms and models

The data analyzed in our work have been mainly produced by the
NWC SAF v2013 for Meteosat Satellites, and by the WRF version 3.6.1
model, which are described in this section.

2.1. The NWC SAF package

The primary goal of the NWC SAF package is the generation of
meteorological products that could be used for the support of now-
casting and very short range forecasting. Each of the products is gen-
erated by a Product Generator Element (PGE). The package includes a
Task Manager (TM) which is able to execute all necessary tasks for the
generation of NWC SAF products in real-time operational mode with
minimum user interference. As stated earlier, NWC SAF uses satellite
images from the Meteosat Satellites and other required data (e.g. NWP
forecasts) as inputs. However, several PGEs require other PGEs outputs
to be executed correctly. This task is appointed to the TM that manages,
among others, the in-sequence execution of various modules. Fig. 1 il-
lustrates the basic NWC SAF architecture in a very simple way. For
more information about NWC SAF the reader is referred to NWC SAF
website http://www.nwcsaf.org and the related documentation.

In our analysis we use the “Cloud Type” (CT – PGE02), the “Cloud
Top Temperature and Height” (CTTH – PGE03), and the “Convective

Fig. 1. Simplified NWC SAF/MSG design (image from EUMESAT Nowcasting
Consortium, 2013).
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Rainfall Rate” (CRR – PGE05) product.

2.1.1. The Cloud Type (CT) product
The CT product is required as input by the CTTH algorithm and

therefore the CT computation takes precedence over the implementa-
tion of the CTTH algorithm. It classifies all cloudy pixels in the fol-
lowing major categories: fractional clouds, semitransparent clouds,
opaque clouds, very low clouds, low clouds, medium clouds, high
clouds and very high clouds. The average cloud top pressure levels
thresholds for the altitude-defined opaque cloud types are presented in
Table 1.

The channels of the Spinning Enhanced Visible and Infrared Imager
(SEVIRI) radiometer onboard the MSG satellites that are necessary for
the CT algorithm execution are presented in Table 2. They are cate-
gorized as mandatory or optional. As expected, when a mandatory
channel is missing, the product is not generated.

Besides the SEVIRI input, certain NWP parameters are also required
as input: (i) surface temperature, (ii) air temperature at 950 hPa (or
925 hPa), 850 hPa, 700 hPa, 500 hPa and at the tropopause level, (iii)
total water vapour content of the atmosphere, (iv) altitude from the
NWP model grid (alternatively surface geopotential from the NWP
model grid). In the case that these parameters are not available, the
NWC SAF package replaces them with ancillary datasets and computing
methods.

A series of ancillary datasets, remapped in the MSG native grid is
also required and included in the NWC SAF package: (i) land/sea atlas,
(ii) elevation atlas, (iii) monthly minimum SST climatology, (iv)
monthly mean 0.6 μm atmospheric-corrected reflectance climatology
over land, (v) monthly 0.6 μm and 1.6 μm white-sky surface albedo
climatology over land, (vi) monthly integrated atmospheric water va-
pour content climatology and (vii) monthly climatology of mean air
temperature at 1000 hPa, 850 hPa, 700 hPa, 500 hPa.

Finally, two static files are also included. The first contains satellite-
dependent values and look-up tables for thresholds required for the
characterization of each pixel. The second contains offline simulations
of 0.6 μm and 1.6 μm reflectances performed for a set of four water and
four ice clouds using a radiative transfer model called RTMOM
(Radiative Transfer based on Matrix Operator Method).

2.1.2. The CTTH product
Table 3 presents the channels of the SEVIRI radiometer that are

required for the computation of the CTTH product. In the case that the
T10.8 μm brightness temperature is missing, the product is not com-
puted. On the other hand, when the T10.8 μm brightness temperature is
available, but some of the mandatory channels are missing, the cloud
top temperature is computed, but the cloud top pressure and height is
not.

Regarding the NWP forecast input, CTTH requires: (i) surface tem-
perature, (ii) surface pressure, (iii) air temperature and relative hu-
midity (or dew point temperature) at 2m, (iv) air temperature and

relative humidity on vertical pressure levels, and (v) altitude (or surface
geopotential) on the model grid. All these parameters are remapped to
the MSG native grid by the NWC SAF package.

Mandatory ancillary datasets consist of: (i) land/sea atlas, (ii) ele-
vation atlas, (iii) monthly minimum SST climatology, (iv) monthly
mean 0.6 μm atmospheric-corrected reflectance climatology (land).
These datasets are included in the software package in the MSG native
grid.

A file containing satellite-dependent coefficients values and a look-
up table for climatologic atmospheric absorption corrections that are
required by the CTTH product, is also included.

Finally, the RTTOV-9 radiative transfer model (developed by NWP
SAF; more can be found in https://www.nwpsaf.eu/site/, last accessed
on 12/11/2018) is also applied. It simulates the 6.2 μm, 7.3 μm,
13.4 μm, 10.8 μm, and 12.0 μm cloud free and overcast reflectances and
brightness temperatures using NWP temperature and humidity vertical
profiles. The vertical profiles used are temporally interpolated to the
exact slot time using the two nearest in time NWP input fields. The
required coefficients are given in a file that is included in the down-
loaded software package.

Both CT and CTTH outputs are offered in HDF format. The main
fields are the cloud type (CT product), the cloud top temperature, the
cloud top pressure, and the cloud top height (CTTH product), along
with a series of quality parameters. More about the algorithm theore-
tical basis, the user's manual and the validation of the CT and CTTH
product can be found in Derrien and Le Gléau (2013a, 2013b, 2013c).

2.1.3. The CRR product
The mandatory SEVIRI channels for the computation of the CRR

product are shown in Table 4. TPrev10.8 μm is defined as the difference
of the 10.8 μm brightness temperature between the present time slot
and the previous one. It is a measure of the cloud growth rate and it is
used to compute the Cloud Growth Rate Correction Factor. When it is
not available, the Cloud Growth Rate Correction Factor is not computed
but a correction factor (named Cloud-top Temperature Gradient Cor-
rection Factor) is computed and used as an alternative.

The required NWP fields are: (i) relative humidity at various pres-
sure levels, (ii) dew point temperature at 2m, (iii) temperature at 2m,
(iv) temperature at various pressure levels, (v) surface pressure, (vi)
geopotential at various pressure levels, and (vii) U and V wind com-
ponents at 850 hPa.

The following static fields, which are included or computed by the
software package are also needed: (i) sun angles associated to SEVIRI
imagery (ii) saturation vapour table for humidity correction, (iii) sa-
turation vapour polynomial coefficients table for humidity correction,
(iv) elevation mask for orographic correction, (v) climatological profile
as a backup for Parallax correction in case NWP is not available.

CRR outputs are in HDF format. They include the CRR intensity,
which is utilized here, and also a series of quality parameters. More

Table 1
Average cloud top pressure ranges for the altitude-defined opaque cloud types.

Very low opaque clouds Barometric pressure higher than 800 hPa
Low opaque clouds Barometric pressure between 650 and 800 hPa
Medium opaque clouds Barometric pressure between 450 and 650 hPa
High opaque cloud Barometric pressure between 300 and 450 hPa
Very high opaque clouds Barometric pressure lower than 300 hPa

Table 2
SEVIRI brightness temperatures (T) and reflectances (R) needed at full IR spatial resolution for the computation of the CT product (from Derrien and Le Gléau,
2013a).

R0.6 μm R1.6 μm T3.9 μm T7.3 μm T8.7 μm T10.8 μm T12.0 μm

Mandatory Optional Mandatory Optional Optional Mandatory Mandatory

Table 3
SEVIRI brightness temperatures (T) and reflectances (R) needed at full IR spa-
tial resolution for the computation of the CTTH product (from Derrien and Le
Gléau, 2013a).

Rad6.2 μm Rad7.3 μm Rad13.4 μm Rad10.8 μm T10.8 μm T12.0 μm

At least one of these channels is mandatory,
the two others are then optional

Mandatory Mandatory Optional
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about the algorithm theoretical basis, the user's manual and the vali-
dation of the CRR product can be found in Rodríguez et al. (2013a,
2013b, 2013c).

2.2. The WRF model

As stated earlier, the WRF version 3.6.1 numerical model is em-
ployed to produce the necessary NWP inputs for the NWC SAF package.
The simulations are carried out on two 1-way nested domains with
horizontal grid spacing of 24 km covering the European continent. The
Dudhia (Dudhia, 1989) and the Rapid Radiative Transfer Model
(RTTM), described in Mlawer et al. (1997), schemes are utilized to
produce the necessary NWP inputs for shortwave and longwave radia-
tion. Microphysics are handled by the Thompson parameterization
(Thompson et al., 2008). The planetary boundary layer is para-
meterized by the Mellor–Yamada–Janjic (MYJ) parameterization
scheme (Janjic, 1994), coupled with the Eta similarity scheme (Janjic,
1996, 2002) for the representation of the surface layer. The Noah land
surface model (Tewari et al., 2004), deals with the land surface inter-
actions. Finally, the Kain-Fritsch scheme (Kain, 2004) handles the
convection parameterizations.

Initial conditions are extracted by the daily 00:00 UTC 0.5°× 0.5°
spatial resolution and 6-h temporal resolution Global Forecast System
(GFS) data, which are provided by the National Centre for
Environmental Predictions (NCEP). High-resolution (0.083°× 0.083°)
sea-surface temperature analyses, provided by NCEP, are also used for
the initialization. The model forecasts are initialized daily at 0000 UTC
(t+ 0) and they extend to t+ 84 h, allowing for a 12-h spin-up of the
WRF model.

3. Data

Our data are divided in two groups: (i) observational and (ii) si-
mulated data.

3.1. Observational data

The observational data consist of LINET strokes lightning data,
namely, latitude and longitude of each stroke. LINET is a ground based,
Very Low Frequency / Low Frequency (VLF/LF) lightning detection
network with 3D capability. The network is operated by nowcast
GmbH, the official provider of lightning data for the German Weather
Service, since 2006 when it started with approximately 65 sensors. At
the moment (2018) it is comprised of over 150 sensors deployed
throughout Europe, and it covers quite densely the European continent
(indicative covered region according to Betz et al. (2009b): 10oW-35°E,
30oN-65oN). It can discriminate between cloud-to-ground (CG) flashes
and in-cloud flashes (IC), implementing a 3D time-of-arrival (TOA)
method, which is quite efficient within the denser regions of the net-
work. Its average detection accuracy is around 150m. More about the
LINET network can be found in Betz et al. (2009a, 2009b).

For the present analysis 3 months of LINET data, specifically from
June, July and August of 2016 have been used. During these months,
significant atmospheric electrical activity was recorded over the
European continent. In order to have high quality data with homo-
genous and consistent detection efficiency, we constrained the ex-
amined area between 10oN-30oN and 45oN-55oN (.

Fig. 2), where the LINET network is known to have its optimum
coverage and efficiency. Therefore, all results and conclusions can be
regarded as representative of the summertime period over continental
mid-latitude regions.

3.2. Simulated data

Two simulated datasets are used in this work. The first consists of
archived output near real-time fields of the NWC SAF v2013, specifi-
cally the CT, CTTH and CRR products, which were described in Section
2.1. They also cover the June–July–August 2016 period, over the 10oN-
30oN / 45oN-55oN region.

The second consists of ERA-Interim reanalysis data, available from
the ECMWF Public Datasets web interface (http://apps.ecmwf.int/
datasets/, last accessed on 12/11/2018). The spatial resolution is ap-
proximately 80 km on 60 vertical levels from the surface up to 0.1 hPa.
More about the ERA-Interim datasets can be found in Berrisford et al.
(2011) and Dee et al. (2011). In the present work we use the tem-
perature parameter estimated at all the available levels (1000–0.1 hPa),
which is available every 6 h (00:00, 06:00, 12:00 and 18:00 UTC).

Table 4
SEVIRI brightness temperatures (T) and reflectances (R) needed at full IR spa-
tial resolution for the computation of the CRR product (from Rodríguez et al.,
2013a).

T10.8 μm TPrev10.8 μm T6.2 μm VIS0.6 μm

Mandatory Optional Mandatory Optional

Fig. 2. The analysis domain (D1).
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4. Methodology

We examined 3 cloud top related parameters, namely the cloud top
height (CTH), the cloud top pressure (CTP), and the cold cloud depth
(CCD). The first two are direct outputs of the NWC SAF software and are
available every 15min. Regarding the last one, it was introduced by
Yoshida et al. (2009), who computed the parameter by subtracting the
height of the freezing level from the cloud top height. The authors es-
timated the freezing level height by dividing the Sea Surface Tem-
perature (SST) with the moist adiabatic temperature lapse rate
(6 °K∙km−1). In the present work we computed the CCD in pressure
units by subtracting the cloud top pressure extracted from the NWC SAF
products, from the freezing point level pressure derived from ERA-In-
terim. The freezing point level was computed using linear interpolation
between the two pressure levels that presented the negative and posi-
tive temperature values closest to zero. It should be mentioned here
that, since the ERA-Interim data are available every six hours (00:00,
06:00, 12:00 and 18:00 UTC), the CCD was also computed for the same
hours.

Three preliminary screening procedures were applied to CTH and
CTP (and consequently CCD) data before any further analysis, aiming to
exclude cloud pixels, which are not related to convection and lightning.

Firstly, the CT of each cloudy pixel, estimated by the CT product of
NWC SAF, was checked. All high and very high semi-transparent cloudy
pixels were excluded since semi-transparent pixels are not part of
opaque cumulonimbus clouds. Fractional pixels were also excluded
because their actual nature is ambiguous. Finally all kinds of low and
very low clouds are rarely producing lightning, and excluding them is a
rather beneficial compromise in terms of computational time.

Secondly, the CRR value of each cloudy pixel was checked. In the
case that it was found to be non-available, meaning that no convective
rainfall is expected, the pixel was discarded. The possibility to exclude
misclassified pixels, should not affect significantly our analysis, since
convective pixels with strong convective nature that may be associated
with lightning are not expected to be misclassified.

Finally, the average freezing level of the convective pixels was
found to be just below 650 hPa (~4 km). Ice presence is a prerequisite
for electrical activity, and therefore all strokes should be matched to
cloud pixels with altitude above that level. In the case that a stroke is
associated to a cloud pixel with altitude lower than 650 hPa (or 4 km),
it is considered as artefact, and it is excluded from further analysis.

CTH and CTP are available every 15min. The nominal time of each
SEVIRI scan coincides with the start of the scan. However, central
Europe is very close to the end of each 15min cycle. That introduces a
time offset between the scan nominal time slot of the image and the
actual time that the imager scans central Europe. To correct this dis-
crepancy, a time shift of 15min was applied to all CTH and CTP esti-
mations. For example the 15:00 UTC CTH field was treated as re-
presentative of 15:15 UTC.

The CTTH algorithm of NWC SAF v2013 allows the computation of
CTH in steps of 200m, and the computation of CTP in steps of 25 hPa.
The freezing level in our datasets does not follow that rule, but since the
cloud top pressure does, it was decided to examine CCD in steps of
25 hPa too.

Each LINET stroke was associated with the highest cloudy pixel
within an area of radius of 0.07 deg. (~7 Km), during the 15min period
around the CTH, CTP or CCD estimation time. This selection is based on
the hypothesis that a lightning stroke may travel a certain distance
horizontally and therefore it could actually be associated to the next
pixel and not the one within which it was detected. A CTH, CTP or CCD
value was assigned to every stroke and the total number of strokes was
computed for each CTH, CTP and CCD step. Following that, the number
of strokes per height (CTH) or pressure (CTP and CCD) step over the
analyzed period was summed. The total number of convective pixels
per height or pressure step was also computed. As convective pixels we
define all those that are not excluded based on the preliminary

screenings. Finally, the average Lightning Density (LD) is computed for
each height or pressure step as the count of strokes per convective cell,
and this average is then reduced to a Lightning Density per hour and
degree of latitude and longitude.

Following the PR92 approximation, we seek to create new models of
the form LD= b1 ∙ Paramb2, where b1 is a constant, Param refers to
each of the three examined parameters (CTH, CTP and CCD), and b2 is
the exponent, which we attempt to define.

To have an unbiased measure of our models' estimation efficiency,
we decided to split the available data into two datasets, the “develop-
ment” and the “control” group. The first one consists of approximately
2/3 of the data, and it is used to actually fit the models. Its members are
selected randomly, to ensure the lowest possible bias of the procedure.
The rest of the data constitute the control dataset, which is used as an
independent dataset reserved for testing the models' performance.

As it will be shown in the next section, the number of convective
pixels below and over certain altitudes is very low. Low convective
pixels counts may lead to artificially inflated or deflated LD values
because LD values are easily influenced by outliers, like a single pixel
with extremely high strokes count. To avoid contamination of our da-
tasets with artificial LD values, all data outside the 5% and 95% per-
centiles of the convective pixels distribution by height were excluded.
Since CTH, CTP and CCD are products computed by multi-parametric
algorithms, a certain degree of uncertainty is included in their values.
At the same time LD is an observational quantity that relies on the
accuracy of the detection network. Moreover the altitude uncertainty
can also affect the LD values. All these uncertainties should be con-
sidered in the modeling process. A methodology able to fulfil that re-
quisite is the Generalized Least Squares technique. A detailed descrip-
tion can be found in York (1966) and Reed (1989, 1992). This method
employs the uncertainty of the dependent (in our case the LD) and in-
dependent (in our case the CTH, CTP and CDD) parameters of the
model. For LD a variance-based estimation of its uncertainty is rather
straightforward. The altitude parameters however are computed by the
NWC SAF algorithms and there is no way to define a variance value. An
acceptable trade-off is to use the minimum step value of these para-
meters (0.2 km for CTH and 25 hPa for CTP and CCD) as the basis for an
uncertainty estimation.

In order to use the Generalized Least Squares methodology, the
exponential model LD= b1 ∙ Parami

b2 is transformed using natural
logarithms to ln(LD)= ln (b1)+ b2 ∙ ln (Parami).

Then a merit function (C) is computed using the equation:

∑=
− − ∙

+ ∙=
C ln LD ln b b ln Param

u b u
( ( ) ( ) ( ))2

i 1

n i 1 2 i

ln LD
2

2
2

ln Param
2

( ) ( )i i (1)

where u stands for uncertainty. Small values of that function indicate a
good fit. C2 has n− 2 degrees of freedom and follows the chi-square
distribution. So, the success of the fit is measured by the probability (P)
of the computed C2 to exceed a certain value. High values of P suggest a
good fit, while small values of P should be a reason to reject a model.
However, this rule of thumb is based on the assumption that the errors
follow a normal distribution. In many datasets, the estimation errors do
not follow the normal distribution, producing numerous outliers. To
compensate for these increased errors, relatively smaller values of P can
be considered as acceptable in the model selection procedure. Finally,
the standard errors of the estimated parameters ln(b1) and b2, are also
examined to determine their statistical significance.

After the determination of b1 and b2, the skill of each of the models
will be assessed with two common and frequently used statistical
scores, the Root Mean Square Error (RMSE), and the Mean Biased Error
(MBE). These statistics are computed on the control datasets in order to
acquire a metric of our model's predicting ability on an independent
dataset. They are computed as follows:
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with their (%) percentage over the mean value computed by division
with the factor ∑ = o

n
i 1
n

i . The minimization of these statistics indicates that
the specific curve produces the smaller differences between the esti-
mated and the observed values of LD. On the contrary, high values

suggest that the model does not perform well. However, a fixed value
above which the model is considered to be of low predictive ability does
not exist, leaving the decision to accept or reject the model to the re-
searcher.

5. Results

Fig. 3 presents the convective pixels counts per CTH, CTP or CCD
step over the freezing level. It is obvious that these counts are quite low
at both ends of the distribution. As explained earlier, we decided to
exclude the upper and lower 5% of data. As a result, the analyzed data
range from 8 to 12.4 km for CTH, from 425 to 200 hPa for CTP, and
from 300 to 450 hPa for CCD. Regarding the lower limit of the analysis
range, is should be mentioned that a similar approach was followed by
Ushio et al. (2001), when they analyzed storms of at least 6 km height,
while Price and Rind (1992) clearly stated that “clouds with tops below
440 mbar have very little effect on the total lightning frequencies.” As
for the upper limit, its selection could be further justified through the
following considerations: The actual tropopause height, which is a de-
cisive factor for the evolution of convective cloud, although it changes
constantly, introducing thus high uncertainty to the overall behaviour
of lightning activity around these altitudes, it rarely exceeds 200 hPa
(or 12.4 km) in the study area, even during summer. Therefore, it seems
pointless to attempt to expand our model applicability to cloud alti-
tudes that are rarely reached over continental Europe. Moreover, the
innate uncertainty of the observed data introduces errors that are
maximized for extreme altitudes estimations. At this point, according to
our previous considerations, it has to be stressed that the proposed
models should be considered valid only within the altitude range that
was used to formulate them. Outside these limits, significantly erro-
neous estimations may be produced, especially above the upper altitude
limit.

5.1. The CTH model

The coefficients b1 and b2, the natural logarithm of b2 and the
standard error values of ln(b1) and b2 are presented in Table 5. The
RMSE and MBE, computed as previously mentioned, are also presented.
We remind here that the RMSE and the MBE are computed over the
control dataset, ensuring thus an independent and unbiased estimation
of the efficiency of the model. The visualization of the model curve is
illustrated in Fig. 4, along with the CTH-LD points of the “devel-
opment”and the “control” dataset. The uncertainties of each point on
the abscissa and ordinate are also shown as error bars.

The estimated values of ln(b1) and b2 are statistically significant
(different than zero) at the 0.95 confidence level, so the developed
model is considered as valid. At the same time both RMSE and MBE are
acceptable. These two statistics indicate a succesfull model, a fact that
is further supported by the visual inspection of Fig. 4, where most of
development and control CTH-LD points are situated quite close to the
model curve. Only points close to the higher altitudes seem to deviate
significantly from the curve. We consider these deviations as a direct
result of the approach of the tropopause, which introduce significant
deviations from the expected vertical distribution of lightning activity.
The possitive value of MBE suggest small overestimation of LD. Overall,
following Table 5, the new parameterization is given by the eq.
LD= 1.1 ∙ 10−5 ∙ CTH7.4 and it is valid inside the height range from 8 to
12.4 km.

Fig. 3. Convective pixels count per CTH, CTP and CCD step.

Table 5
Coefficients and statistics of the CTH model. RMSE and MBE are in LD units (strokes/(hour∙degree2)).

ln(b1) ln(b1) standard error b1 b2 b2 standard error RMSE RMSE (%) MBE MBE (%)

−11.4 2.4 1.1∙10−5 7.4 1.0 199.4 39.1 44.1 8.6
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5.2. The CTP model

Coefficient b2 of the CTP model (LD= b1 ∙ CTPb2) is expected to be
negative because barometric pressure decreases as the altitude in-
creases. The coefficients and error statistics of the model are presented
in Table 6 while Fig. 5 shows the model curve and the CTP-LD points of
the “development”and “control” datasets.

Just like in the case of the CTH-LD model, the ln(b1) and b2 are
statistically significant at the 0.95 confidence level, while RMSE and
MBE are also acceptable. The possitive value of MBE indicates an
overestimation of LD. The visual inspection of Fig. 5, suggest a good fit
since most of the development and control CTH-LD points are very near
the model curve. Overall, the prososed parameterization,
LD= 1.9 ∙ 1013 ∙ CTP−4.2, is considered valid inside the pressure levels
that range from 425 to 200 hPa.

5.3. The CCD model

Table 7 presents the coefficients and statistics of the LD= b1 ∙ CCDb2

model, while Fig. 6, depicts the model curve and the CCD-LD points of
the “development”and “control” dataset. The values of ln(b1) and b2

are statistically significant at the 0.95 confidence level and RMSE and
MBE have acceptable values. The examination of the differences at each
point of the control dataset indicates that the relatively increased RMSE
values are mostly atributed to the deviations at 450 hPa. In fact the
450 hPa control LD value seems to deviate significantly from the pat-
tern of the development dataset, and also from the patterns of the
control datasets of the previous 2 models. This could be the result of the
sparsier sampling of the CCD parameter, which constitutes of 4 values
per day, in contrast to the 96 values per day for CTH and CTP. MBE has
a negligible positive value. Concluding, the model
LD= 2.8 ∙ 10−9 ∙ CCD4.4 is considered valid in the CCD range from 300

Fig. 4. The CTH model curve (LD Est), overlaid on the CTH-LD points of the development (LD obs dev) and the control (LD obs ctr) datasets.

Table 6
Coefficients and statistics of the CTP model. The RMSE and MBE are in LD units (strokes/(hour∙degree2)).

ln(b1) ln(b1 ) standard error b1 b2 b2 standard error RMSE RMSE (%) MBE MBE (%)

30.6 7.0 1.9∙1013 −4.2 1.2 252.6 32.1 105.6 13.4

Fig. 5. The CTP model curve (LD Est) overlaid on the CTP-LD points of the development (LD obs dev) and the control (LD obs ctr) datasets.

Table 7
Coefficients and statistics of the CCD model. The RMSE and MBE are in LD units (strokes/(hour∙degree2)).

ln(b1) ln(b1) standard error b1 b2 b2 standard error RMSE RMSE (%) MBE MBE (%)

−19.7 3.7 2.8∙10−9 4.4 0.6 247.4 35.1 1.7 0.2
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to 450 hPa.

6. Discussion and conclusions

A reassessment of the PR92 parameterization between cloud top
height and lightning density was attempted in the present work. Besides
the cloud top height (CTH), two more parameters, the cloud top pres-
sure (CTP) and the cold cloud depth (CCD) were examined, aiming to
propose additional parameterization schemes. Our dataset was split in
two parts, the “development” dataset and the “control” dataset. The
first one was used to develop the new parameterizations and the second
one to cross-validate them.

The lightning data used for the analysis were provided from LINET
network and they cover the summer period of 2016. Each lightning
stroke was associated to an eligible convective cloud pixel and thus a
Cloud Top Height (CTH), Cloud Top Pressure (CTP), and Cold Cloud
Depth (CCD) value was assigned to it. The eligible convective pixels
were selected among all cloudy pixels after a screening based on their
cloud type (CT, NWC SAF product), convective nature (CRR, NWC SAF
product) and temperature (comparison with ERA-Interim derived
average freezing level).

For each of the eligible convective pixels a Lightning Density (LD)
value was computed and then the average LD for each CTH, CTP and
CCD step was calculated. Since convective pixels counts in the upper
and lower parts of the distribution are very small, we decided to ex-
clude the lower and upper 5% of the data in order to avoid including
artificially inflated or deflated LD values in our analysis. After the ex-
clusion of that data, the valid altitude ranges were 8–12.4 km for CTH,
425–200 hPa for CTP and 300–450 hPa for CCD. As a consequence the
new parameterizations are considered valid only within these specific
altitude ranges.

To further reduce the possibility of biased results by the variability
of the observational data, the exponential models were transformed to
linear and a Generalized Linear Regression methodology was applied.

It was shown that the formulation of a relationship between the
cloud top altitude and the lightning activity is feasible for all 3 ex-
amined parameters (CTH, CTP and CCD). The derived formulas are the
following:

= ∙ ∙−LD 1.1 10 CTH5 7.4 (4)

= ∙ ∙ −LD 1.9 10 CTP13 4.2 (5)

= ∙ ∙−LD 2.8 10 CCD9 4.4 (6)

The cross-validation of these models against the control dataset
yield acceptable RMSE and MBE values, suggesting a successful fit. A
small overestimation of the LD is evident, ranging from 0.2% to 13.4%.

Since these parameterizations were formulated using data over
continental Europe during summertime, these three models could be

considered valid for mid-latitude continental regions during the warm
period of the year.

In our analysis we did not consider the time evolution of selected
storms. In fact, our models were based on the analysis of all recorded
strokes over a three month period, without any effort to distinguish
different storms or different stages of storm development. For this
reason, it is suggested to avoid the proposed relationships for the
computation of instantaneous LD values. Instead, the proposed re-
lationships could be used in numerical modeling for deriving LD values
over larger timescales (e.g. hourly values of LD), where the stroke
counts are rather free of small-scale temporal variations. Climate pro-
jections could also use these relationships in order to estimate future
trends in lightning.

The exponent of CTH of our model is equal to 7.4, a value that
differs from the one proposed by the PR92 parameterization, and sup-
ports a more rapid increase of activity with the increase of cloud top
height. Reservations on the applicability of the PR92 parameterization
have been introduced by many researchers (Michalon et al. (1999),
Ushio et al. (2001), Boccippio (2002), Barthe et al. (2010)), as discussed
in the introduction section. According to our findings, these reserva-
tions seem to be justified. However, the PR92 parameterization may
still be applicable on a global scale, throughout the year. We remind
that our analysis was restricted over continental Europe, during
summer time. Equatorial or subtropical regions, or even other mid-la-
titude regions during different periods of the year, may present dif-
ferent behaviour, regarding the cloud top altitude and lightning density
relationship, which could be closer to the PR92 parameterization.

Finally, it is our belief that the proposed parameterizations could be
utilized within numerical model simulations to produce quantitative
estimations of the amount of strokes over convective areas. The authors
believe that the input of modelers who may experiment with the pro-
posed parameterizations are really valuable and welcome them.
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