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a b s t r a c t

This study aims at assessing the differences induced in the Global Horizontal Irradiance (GHI) predictions
by the mesoscale atmospheric Weather Research and Forecasting (WRF) model when using different
shortwave radiation. Model predictions are compared with GHI measurements at 12 stations of the
Hellenic Network of Solar Energy (HNSE) for January, April, July and October 2013. The shortwave ra-
diation schemes that were evaluated are: the Dudhia, the updated Rapid Radiative Transfer Model
(RRTMG), the updated Goddard and the Goddard Fluid Dynamics Laboratory (GFDL) schemes. All
schemes perform better under cloudless conditions due to limited ability of the WRF model to simulate
cloudy conditions. The Dudhia scheme performs best with mean relative difference of 2.2 ± 15% for clear-
skies, while the differences for the other schemes range between 5 and 12% with similar standard de-
viations. For all-skies, the model-derived hourly GHI is overestimated for all schemes (~40e70%).

For the daily averages, the model predictions are in better agreement with the measurements, mainly
under all-sky conditions, with deviations of about half those of the hourly data and smaller standard
deviations. There are strong indications that the differences of the model predictions from the mea-
surements depend on the solar zenith angle and the amount of aerosols at each station.

© 2015 Elsevier Ltd. All rights reserved.
1. Introduction

Renewable energy resources have been attracting significant
interest throughout the past decades due to rapid depletion of
conventional fossil fuels and the environmental problems arising
from their extensive use in the past. Solar energy, in particular, is
considered to be a very attractive solution for power generation
since it is undoubtedly the most abundant renewable resource
[53,7,49]. According to the 2012 report of the International Energy
Association (IEA), solar electricity production exhibited a mean
growth rate of 23.4% from 1990 through 2011 [26]. In particular
during the past few years, the solar energy market has significantly
expanded, reaching a maximum 74.1% growth rate in 2011 [26],
while the share of renewables in power generation increases most
in OECD countries (37%). Globally, solar technologies share a
growth of 18% in renewables-based generation ([27]; Executive
a).
Summary). Whilst the wind and solar PhotoVoltaic (PV) exploita-
tion in the world's power demand quadruples, their integration to
the existing electricity infrastructure becomes more challenging,
with solar PV accounting for 37% of summer peak demand in Japan
[27]; Executive Summary).

Solar electricity production can be either based on direct normal
irradiance (DNI), exploitable in solar thermal power plants (e.g.
Refs. [15,17,39,51]), or Global Horizontal Irradiance (GHI), appli-
cable to photovoltaic systems (e.g. Ref. [33,34,38,41,44,47,48,55]). In
both cases, weather conditions play an important role by shaping
the highly fluctuating character of solar radiation. This poses major
challenges for the integration of solar power production systems
into existing energy supply infrastructures. Past experience (e.g.
Refs. [3,28]) has shown that although accurate predictions of a
renewable power such as solar is a demanding task, however a
geographical distribution of the solar PV plants can lead to a
smoother aggregated power production [60,10,35,32,56], while
supplementary improvement solutions were discussed by Kiliccote
et al. [30] and Hart et al. [21].

Numerical Weather Prediction (NWP) models are considered a
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valuable tool for the assessment and forecasting of solar power
availability [42]. In particular, the capability of suchmodels in terms
of predicting GHI accurately has been attracting increasing atten-
tion in recent years. As early as in the beginning of 2000's, Zamora
et al. [61,62]; examined the ability of the mesoscale Fifth-
Generation Penn State/NCAR Mesoscale (MM5) model [18] for
simulating GHI in the US Heinemann et al. [22]. also employed
MM5 for evaluating two-day-ahead forecasts of GHI in Germany.
More recently Lara-Fanego et al. [31]; conducted a comprehensive
evaluation of the Weather Research and Forecasting (WRF) model
[50] solar irradiance predictions in the area of Andalusia, Spain,
while Ruiz-Arias et al. [45] evaluated different shortwave radiation
schemes in WRF by comparing predictions with measurements of
the SURFRAD network in the US. An overview of studies employing
NWP models for solar irradiance forecasting is available in Perez
et al. [42].

In accordance with the Directive 2009/28/CE of the European
Union, the goal for Greece was to achieve a 20% share of renewable
energy resources in the total energy production by 2020 [23]. In
this context, the number of studies focusing on the country's solar
energy production has been recently growing (e.g. Refs. [12,13,59]).
However, to the authors' knowledge, there are currently no detailed
studies for the evaluation of the predictions of solar irradiance in
Greece with NWP models. Taking into account the previous dis-
cussion, the latter is essential for facilitating the integration of solar
power production into the electrical grid and for achieving the
target of 20% share in energy production.

The aim of the current study is the evaluation of theWRF model
that is used regularly for providing forecasts of GHI over Greece by
comparison to measurements at different stations of the Hellenic
Network of Solar Energy (HNSE) network. Although it was sug-
gested [43] that WRF should not be regarded as a state-of-the-art
model for GHI predictions it is still widely used in such applications.

The study focusses mainly on the investigation of the model's
sensitivity to the parameterization of shortwave (SW) irradiance. To
this end, numerical experiments were conducted for four monthly
periods in year 2013. The impact of geographical and seasonal
variations as well as of sky conditions on the performance of the
model is examined and discussed. In addition, a simple approach is
followed for investigating the impact of variations in aerosol optical
depth on the model-derived GHI.

2. Methodology

2.1. Study area and observations

Greece is situated at the southeastern end of the European
continent (Fig. 1a), between 34� and 42� northern latitude, and 19�

and 28� eastern longitude, comprising a mountainous peninsular
mainland in the southeast Mediterranean region, and covers an
area of approximately 132,000 km2.

Greece is characterized by abundant solar potential due to its
geographical position and climatological regime. According to
Matzarakis and Katsoulis [36]; in the interior mountainous areas
(Western Macedonia, Epirus, Central Greece) the annual and sea-
sonal bright sunshine is lowest and increases towards the coasts of
the Ionian and Aegean seas, and towards the southern part of
Greece. As it appears from the sunshine duration records of the
Hellenic National Meteorological Service, for the years 1960e1990
the lowest values of annual sunshine duration were found in Mikra
(40.31� N, 22.58� E), while Ierapetra (35� N, 25.35� E) experienced
the highest values reachingmore than 3000 h of sunshine annually.
Therefore, Greece has a strong potential of solar electricity gener-
ation, especially during cloudless summer days. For example, a
typical crystalline silicon PV system established in an urban
residential area in Greece can produce annually between 1100 and
1330 kWh per installed kWp [52].

The measurements used in this study were obtained from a
network of 12 stations equipped with Kipp & Zonen pyranometers
(types CM10, CM11 and CM21). The aforementioned pyranometers
comply with the specifications of the first class “High Quality” as
defined in the “Guide to Meteorological Instruments and Methods
of observation”, of the World Meteorological Organisation (WMO).
The installation of instruments started in 2011 in the frame of the
Hellenic Solar Network (HSNE) project [2] and was completed in
2012. The locations of the stations, shown in Fig. 1b and summa-
rized in Table 1, were selected to represent, as much as possible,
regions with different cloud coverage characteristics [20,58,59] to
account for the variability in solar irradiance due to regional
weather and cloud regimes. At all stations the field of view of the
pyranometers is unobscured by local obstacles, at least for solar
zenith angle (SZA) smaller than about 80�. Before deployment in
the network stations, all instruments were first calibrated in the
laboratory by comparison to a standard instrument using a 150 W
Halogen radiation source. The measurements derived from the
network of pyranometers include one-minute data of GHI together
with the respective standard deviation of the values recorded
within each minute (usually between 50 and 60).

2.2. Model setup

The meteorological model used in the present study is WRF,
version 3.5.1 [50]. Two one-way nested modeling domains were
specified (Fig. 1a) with horizontal grid spacing of 30 km (DO1, mesh
size of 133� 75) and 10 km (DO2, mesh size of 112� 100), of which
the innermost domain focuses on the study area. In the vertical,
thirty unevenly spaced full sigma levels were defined for both
domains, with the model top set at 100 hPa. Microphysics were
handled with the Thompson scheme [54], while the GrelleDevenyi
[19] ensemble scheme was chosen for parameterizing convection.
The MelloreYamadaeJanjic scheme [29] was used for representing
boundary-layer processes and Noah [8] was selected as a land-
surface model. Longwave radiation processes were parameterized
with the updated Rapid Radiative Transfer (RRTMG) scheme [25].

2.2.1. Sensitivity experiments
Several numerical experiments were conducted to investigate

the sensitivity of GHI predictions to the selection of a particular SW
radiation scheme. In this context, the examined SW radiation pa-
rameterizations include (a) the Dudhia scheme [11], (b) the upda-
ted Rapid Radiative Transfer Model (RRTMG) scheme [25], (c) the
updated Goddard scheme [9], and (d) the Goddard Fluid Dynamics
Laboratory (GFDL) scheme [14]. Default total ozone and no explicit
aerosol data were considered in the numerical simulations con-
ducted with each of the above SW radiation schemes. However, for
Dudhia scheme extinction by aerosols is implicitly included in the
empirical scattering scheme representing average turbidity condi-
tions [61,62].

Due to restrictions in computational capacity, four months in
the year 2013, (i.e. January, April, July, October) representing the
four seasons, were specified for carrying out the numerical exper-
iments. Within each month, WRF simulations were initialized at
12:00 UT every four days using 1� � 1� spatial and 6 h temporal
resolutions. Operational surface and upper-air atmospheric re-
analyses data were provided by the National Centre for Environ-
mental Predictions (NCEP). The duration of the simulations was set
to 84 h with the model providing output data at 1 h intervals. The
first 12 h of each simulation were discarded as coinciding with the
model's spin-up period and evaluation was conducted using the
remaining 72 h of model data.



Fig. 1. Modeling domains (a) and locations of the Hellenic Network of Solar Energy (HNSE) stations used in the study (b).

Table 1
Location and type of pyranometer used for GHI measurements at the monitoring stations of HSNE.

Station Station abbreviation Latitude (
�
N) Longitude (

�
E) Altitude (m) Pyranometer type

Athens Ath 37.99 23.78 180 CM21
Argos Arg 37.62 22.75 22 CM11
Finokalia Fin 35.34 25.67 250 CM11
Ioannina Ioa 39.62 20.85 541 CM10
Kozani Koz 40.32 21.79 719 CM10
Mytilene Myt 39.11 26.55 80 CM11
Orestiada Ore 41.51 26.53 44 CM10
Patra Pat 38.29 21.79 70 CM11
Pylos Pyl 36.99 21.65 22 CM21
Thessaloniki The 40.69 22.96 60 CM21
Volos Vol 39.39 22.94 50 CM21
Xanthi Xan 41.14 24.89 75 CM11
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At this point it is worth noticing that for the evaluation of the
model's performance, no discrimination of data was applied based
on the simulation lead-time. This decision can be justified by the
fact that all numerical simulations were driven by re-analyses data
and thus, the impact of time horizon on model performance is
expected to be low. More importantly however, such an analysis
was performed and revealed a negligible impact of simulation lead-
time on model performance.
2.3. Evaluation procedure

The performance of WRF in terms of simulating GHI was eval-
uated using in situ data from the 12 stations of the HSNE network
(Table 1). The model-predicted GHI data were first interpolated
onto the locations of the measurement sites, using a simple
nearest-neighbor approach. The interpolatedmodel datawere then
compared to concurrent quality assured GHI observations.

In order to match model results to observations, the interval at
which WRF calls the SW parameterization was taken into account.
In the conducted numerical experiments this interval was set to
30 min. Consequently, SW irradiance was computed at the middle
of this interval, so that the corresponding value is representative of
the whole period between two successive calls to the parameteri-
zation. Hence, WRF SW irradiance was computed at min 15 and 45
of each hour. Considering this, it would be ideal to compare the GHI
measurement 15 min before each hour with the corresponding
hourly model output. However, to compensate for the spatial dif-
ferences between the model and the measurements the average
GHI a few minutes before and after this minute would have been
more representative. An averaging interval of ±5 min would have
been more appropriate in order to avoid influences from the
changing SZA during this interval, particularly for clear skies. On
the other hand though, a larger interval would account better for
the effects of changes in cloudiness within each grid which cannot
be resolved by the model. Therefore averages of GHI within
±15 min were used in the comparisons, although the short interval
gives slightly better results for clear skies. A similar matching
approach was followed in the recent work of Ruiz-Arias et al. [45].
While averages of GHI from the measurements derived from at
least 15 min measurements were included in the comparisons.

The statistical quantities computed to quantitatively assess the
performance of WRF under the different numerical experiments
include: (a) the mean of the percentage differences relative to the
observed GHI (RD): 100 � (Model-Observation)/Observation, (b)
the standard deviation of RD for the data of all the 12 Hellenic
Network of Solar Energy (HNSE) stations (STD, Eq. (1)), and (c) the
root mean squared error (RMSE, Eq. (2)). In Eqs. (1) and (2), n de-
notes the number of observationeprediction pairs used in the
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evaluation, while oi andmi stand for the observed andmodeled GHI
data, respectively.

STD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn

i¼1

ððmi � oiÞ=oi �
1
n

Xn

i¼1

ððmi � oiÞ=oiÞ2
vuut (1)

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

ðoi �miÞ
vuut (2)

The evaluation of the WRF experiments was carried separately
for clear-sky and all-sky conditions, identified from observations
combined with simulations with the uvspec [37] radiative transfer
model (RTM).

In particular, every individual minute is characterized as cloud-
free or not by combining and comparing GHI measurements with
estimations for clear skies resulting from the uvspec model. In the
model runs we assumed a high aerosol optical depth (AOD), 0.4 at
500 nm, and an Angstrom exponent of 1.3, representing the
smallest possible GHI under clear skies for each particular location
[16,40]. Only GHI data higher than the corresponding model esti-
mate are considered as clear sky measurements, assuming that
values smaller than this limit are influenced by clouds. In addition,
1-min measurements with standard deviation larger than 10% of
the mean were also considered as influenced by clouds and
removed from the clear-sky dataset. Finally, the percentage errors
of the normalized to the data point of interestmodel estimations on
five adjacent observations, centered at each data point, were
computed. For SZAs smaller than 75� a data point is characterized
as cloud-free when the differences agree to within 2%. For larger
SZAs agreement to within 5% is required. From the minute obser-
vations of GHI the “clear-sky” means for 30 min intervals are
calculated as long as more than 20 data points are characterized as
“clear-sky”. The evaluation of the algorithm for Thessaloniki
revealed an agreement of better than 80% compared with obser-
vations of cloudiness.

3. Results and discussion

3.1. Sensitivity to solar zenith angle

Before evaluating the overall model performance, the diurnal
behavior of the GHI predictions for each scheme was investigated
for cloud-free cases, as determined both from the measurements
and the model. In this case the ±5 min averages of GHI measure-
ments were used to improve the comparisons at large SZAs. As seen
in Fig. 2, for Thessaloniki, there is a diurnal dependence of the ratio
model to measurements in three of the SW radiation schemes. The
magnitude of this dependence varies amongmodels, and because it
is symmetric with respect to local noon it can be associated with
the variation of SZA. Generally, all models overestimate the GHI
throughout the day. Dudhia's scheme shows the smallest SZA
dependence, of the order of 5e10%, while the GFDL scheme shows
the largest diurnal pattern with overestimation up to 50% at SZAs
around 80�. The other two schemes show similar behavior with
largest overestimation of 20e25%. Apparently, there is also a sea-
sonal dependence of the model-to-measurements ratio, with April
and July showing smaller and less SZA-dependent deviations
compared to October and January. These seasonal differences could
be due to aerosols which are more abundant during the warm
period, leading to reductions in the measured GHI, while the model
estimates are unaffected. The large diurnal variations cannot be
attributed to measurement errors since the angular response error
of this type of pyranometers is substantially lower (nominally ±2%
at SZA 60� and ±6% at SZA 80�). It should be noted that this error
applies mainly to the direct irradiance component; therefore for
large SZAs the angular response error in GHIwould be even smaller.
The large deviations of the ratios at large SZAs may have been
caused by obstacles close to the horizon, other local effects, and by
uncertainties in the measured GHI which at these SZAs has very
small values. Finally, the noise in the ratio can be attributed to ef-
fects from varying aerosols, thin clouds that were not captured by
the cloud screening algorithm, variations in water vapor which are
not taken into account, and by uncertainties in the model
estimates.

The patterns shown in Fig. 2 are typical for all stations as far as it
concerns the general shape, although there are differences with
respect to absolute deviations. This is an additional indication for
the effects of aerosols which differ in quantity among stations, and
will be discussed later in more detail.

Since the diurnal patterns occur at all stations, it is reasonable to
assume that they are not caused by themeasurements, but likely by
the radiation schemes. Therefore, the comparisons of the hourly
data and the relevant statistical analyses are restricted to data
corresponding to SZA of less than 70�, as a compromise between
the model errors and the actual GHI levels.

3.2. GHI predictions: hourly means

Table 2 summarizes the RD and RMSE, averaged over all stations
andmonthly periods, as a function of sky conditions. The number of
data pairs used was 9420 for all-sky and 3869 for clear-sky condi-
tions. Not surprisingly, all schemes are found to perform better for
clear-skies. This can be attributed to the generally limited ability of
the model to simulate accurately short-term (e.g., hourly) varia-
tions in irradiance under cloudy conditions (e.g. Refs. [31]); espe-
cially since the properties of clouds and their exact position cannot
be accurately predicted by NWP models, as well as to the fact that
the model estimates represent average conditions over a specific
grid, while the measurements are representative of a single
location.

The Dudhia scheme, which is the simplest, performs best irre-
spectively of sky conditions. For clear skies, all models except the
GFDL are in good agreement with the measurements, with average
differences of 2e8%. The relative standard deviation (RSD) for all
schemes is about 14% denoting that the results are consistent in
terms of variability. These values are relatively large and may arise
from differences in the atmospheric conditions among stations, as
well as from the fact that the means are formed by all hourly ratios
including those at large SZAs which bias the averages towards
higher values and increase the standard deviations.

For all skies, the Dudhia scheme results in an average over-
estimation of the model of about 40%, while for the other three
schemes the overestimation is even larger, by 20e30% more. One
would expect a larger variability in the model forecasts under all-
sky conditions, because of the large variability in cloudiness, but
not a systematic overestimation. This means that all models mostly
predict less cloud attenuation than actual leading to large positive
RD.

The relative standard deviations are very large under all skies,
ranging between about 230 and 340%, suggesting very large vari-
ability of the hourly relative differences. This is because cloud ef-
fects are extremely difficult to be predicted accurately within 30-
min intervals, while the spatial inhomogeneity of clouds in-
troduces additional uncertainties when comparing single point
measurements with gridded model simulations. The large standard
deviations might also be connected to the different regimes of
cloudiness amongst the 12 stations, and might imply that at some
stations the model-to-measurement differences are much larger.



Fig. 2. Solar zenith angle dependence of the ratio model/measurements under clear skies for Thessaloniki. Each panel corresponds to a different SW radiation scheme. Data points
for different months are plotted in different colors. Negative SZAs correspond to morning hours (i.e. before local noon) (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.).

Table 2
Mean relative differences (RD) with standard deviation (in parentheses) expressed
in percent and root mean squared error (RMSE) of hourly GHI for all stations and
monthly periods, for clear-sky and all-sky conditions.

Clear skies All skies

RD (%) RMSE (W m�2) RD (%) RMSE (W m�2)

Dudhia 2.25 (15.58) 102.03 42.63 (228) 185.45
New Goddard 7.73 (14.16) 103.74 56.49 (276) 195.02
GFDL 12.24 (13.63) 112.89 73.12 (337) 212.38
RRTMG 5.28 (13.13) 92.75 56.40 (269) 187.28
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This is investigated by examining the average deviations for indi-
vidual stations using the hourly data for the whole year (Fig. 3). For
example, the GHI under clear skies in Pylos is strongly over-
estimated in all SW schemes, while in Patras the deviations are
much smaller. For the Dudhia scheme average differences close to
zero or even small underestimation of the predicted GHI are
encountered in several stations. The deviations for the other three
schemes are larger, about 5% for New Goddard and RRTMG and
more than 10% for GFDL. Differences in the standard deviations
amongst stations are most likely due to different cloud regimes,
while differences in absolute level could arise from various factors:
first, due to the actual aerosol optical properties which are not
taken into account in the model, and second, due to differences
between the actual amount of water vapor relative to that predicted
by the model. Aerosols may cause a reduction in the measured GHI,
while difference in the water vapor can lead either to reductions or
to increases in GHI. Finally, the topography within each grid and
around each station may also play a role, as well as the particular
characteristics of each SW radiation scheme. For the station data
(Obs), topography can cause also seasonal effects at relatively large
SZAs, because surrounding mountains may block the direct solar
radiation differently in different seasons due to seasonal changes in
the solar azimuth. Such effects are not accounted in the radiation
schemes.

As discussed already, model deviations for all skies are larger
(ranging between 20 and 100%). The systematic large over-
estimation seen in the averages of Table 2, are also shown for in-
dividual stations, confirming that this is likely a model feature and
does not arise from the measurements. The RSDs at some stations
reach 600e800% and are revealed to be systematic for all schemes.



Fig. 3. Mean differences in (%) of model derived hourly GHI relative to measurements at each station of HNSE for the whole period of study, separately for clear skies (upper panel)
and all skies (middle panel). Different symbols are used for each SW radiation scheme. Vertical bars in the upper panel correspond to one standard deviation of the data entering the
mean. For all skies, the standard deviation is very large and is shown separately as a bar chart (lower panel).
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This suggests that the main cause is local cloud regimes that are not
captured by the hourly model predictions (Mod) of clouds.

To assess the importance of seasonal effects in the comparison
results, monthly-mean relative differences were calculated for each
of the four months using all available data, which are shown in
Table 3.

For clear skies, differences among months are relatively small;
the order of 3e5% for all schemes, and the variability is quite large.
The Dudhia scheme exhibits the largest overestimation (3.7%) in
July, while in January the predictions are underestimated by about
6%. In accordance with the annual statistics (Table 2), the other
schemes overestimate the GHI by 2e17%. The results are much
different for all-sky conditions. The absolute differences increase
substantially by up to 4 times in January and October relative to
July, while in April differences are about double those of July. As for
the relative standard deviations these are still large, comparable to
those seen in the annual statistics (see Table 2).

To conclude with the assessment of the hourly predictions, it
appears that for clear skies the agreement between the predictions
and the measured data arewithin acceptable ranges, at least for the
scheme of Dudhia, and possibly for RRTMG and New Goddard.
However for all skies, both in absolute level and in terms of vari-
ability the four schemes fail to predict within acceptable limits the
measured GHI on hourly basis. Since the comparisons are for 30-
min intervals every hour both for the measurements and the
model, it is reasonable to expect large discrepancies from model
calculations over a 10 � 10 km grid.
Table 3
Monthly mean relative differences (in %) of model derived hourly GHI relative to measur
radiation scheme. Values in parentheses denote the standard deviation.

Clear skies

Jan. Apr. Jul. Oct.

Dudhia �5.9 (22.1) 1.78 (14.4) 3.69 (15.8) 0.66 (1
New Goddard 4.94 (16.6) 7.35 (13.1) 8.12 (15.2) 7.75 (1
GFDL 13.26 (13.7) 10.77 (14.2) 11.72 (14.2) 16.57 (8
RRTMG 1.91 (17.8) 5.49 (11.5) 5.56 (14.0) 4.98 (1

a Data from 7 out of 12 HNSE stations were included in October's mean (Argos, Finok
3.3. GHI predictions: daily averages

The Daily averages of GHI, based on common hourly data points,
were also calculated and compared for days with data availability of
more than 50%, and with at least 2 data points around local noon
(i.e. for 9:45 and 10:45 UT). Because of these limitations, the clear-
sky dataset from all stations comprises 983 days.

For clear skies and for all schemes, the relative deviations for the
daily data have not changed substantially compared to hourly.
However, the standard deviations have been reduced to about half,
due to the suppression of the GHI variations within the day
(Table 4). The average overestimation is smaller by about 0.8e1.4%
than for the hourly data. For all skies, the relative deviations for
daily data are about half those for the hourly, ranging between 25
and 45%. Similarly, the variability of the differences is considerably
smaller, with the standard deviations ranging between 79 and 94%;
at least 3 times smaller than for the hourly data. Once again, the
Dudhia scheme agrees better with the measurements both for
clear-sky and all-sky conditions.

When examining the stations individually the average de-
viations of the model estimates from the measurements for clear
skies range between �5% and 20% for all stations and schemes
(Fig. 4). For the Dudhia scheme, the deviations are even smaller; the
smallest (within ±2% are found in Argos, Mytilene, Patras and
Thessaloniki, and the largest (up to ~10%) for Xanthi and Pylos). For
all skies, most stations show deviations ranging between about 20%
and 50%, except for Orestiada where deviations range from 10 to
ements from all stations, separately for clear-sky and all-sky conditions, for each SW

All skies

Jan. Apr. Jul. Oct.a

2.6) 65.48 (254) 44.62 (161) 21.79 (106) 72.51 (443)
1.1) 92.87 (313) 59.56 (226) 27.21 (104) 91.82 (521)
.8) 124.78 (408) 69.17 (205) 33.78 (114) 131.78 (676)
0.1) 96.49 (309) 59.45 (224) 25.21 (106) 93.21 (496)

alia, Ioannina, Orestiada, Patras, Pylos and Thessaloniki).



Table 4
Mean relative differences (RD) with standard deviation (in parentheses) expressed in percent and RMSE of daily GHI for all stations and monthly periods, for clear-sky and all-
sky conditions.

Clear-skies All-skies

RD (%) RMSE (kWh m�2) RD (%) RMSE (kWh m�2)

Dudhia 2.21 (7.21) 0.356 23.96 (79.48) 1.025
New Goddard 6.89 (6.88) 0.487 32.69 (78.89) 1.155
GFDL 10.81 (7.21) 0.610 43.97 (93.80) 1.341
RRTMG 4.41 (6.47) 0.386 32.42 (84.37) 1.099

Fig. 4. Mean differences in (%) of model derived daily GHI relative to measurements at each station of HNSE for the whole period of study, separately for clear skies (upper panel)
and all skies (lower panel). Different symbols are used for each SW radiation scheme. Vertical bars correspond to one standard deviation of the data entering the mean.
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30%. The relative standard deviations are nowmuch smaller than in
the hourly data, therefore, allowing plotting error bars in the
respective panel of Fig. 4. Differences between stations do not
reveal any particular geographical pattern and most likely result
from individual characteristics of the stations' topography and in-
struments' field of view and stability.
Table 5
Maximum availability of common hourly data for the AERONET (AOD) and HNSE
(GHI) stations used in the analysis.

Number of data per month Annual total

Jan. Apr. Jul. Oct.

Athens 4 43 110 e 158
Finokalia 4 48 15 e 67
Thessaloniki 3 e 95 36 134
Xanthi e 20 e e 20
3.4. Sensitivity of SW radiation schemes to aerosol optical depth

None of the numerical experiments accounted explicitly for the
effects of aerosols on SW irradiance, therefore it would be expected
that the GHI estimations would be positively biased. This effect
should reveal some seasonal characteristics, due to the distinct
seasonal variability of aerosols at all stations. To identify and
possibly quantify these effects, the ratio of modeled to measured
GHI is examined as function of aerosol optical depth (AOD) mea-
surements at 675 nm derived by CIMEL sun-photometers operating
at four AERONET (AErosol RObotic NETwork, NASA) stations which
are in close proximity with the corresponding HNSE stations. Level
1.5 datawere used instead of the higher quality level 2.0, to increase
the number of data pairs entering the comparisons. When avail-
able, the closest (within 30 min) AOD mean values were matched
with the hourly clear-sky model-to-measurement GHI ratios. Due
to scarcity of the Cimel data and the gaps in the HNSE stations, the
availability of common data is rather poor, particularly during the
winter, as it appears from Table 5. The best data coverage is for
Thessaloniki in July and October and for Athens in April and July.
The available data pairs are marginally sufficient for Finokalia, and
insufficient for Xanthi to derive meaningful statistics.

Fig. 5 shows the model-to-measurement ratios as a function of
AOD at 675 nm (AOD @ 675 nm) for the four SW schemes and for
each of the four stations. Despite the significant scattering of the
data, which is greatest for GFDL, a tendency of increasing ratio for
higher AOD is evident for almost all schemes. The few outliers
correspond to cases which were falsely assumed as clear skies. Due
to the large scattering it is not feasible to derive firm quantitative
estimates for the effect of aerosols. However, Fig. 5 suggests that
this effect is likely of the order of 3e5% per 0.1 unit of AOD for all
schemes except GFDL. The later seems to be less dependent on
AOD, but at the same time very noisy. The pattern of the AOD



Fig. 5. Ratio of model-derived to measured GHI as a function of AOD at 675 nm derived from collocated Cimel sun-photometers at four HNSE stations. Each panel corresponds to a
different SW scheme used in the model.
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dependence is very similar for all four stations examined, which
increases the robustness of the results.

The same analysis was repeated for AOD at other wavelengths
(e.g., 500, 870 and 1020 nm), without showing any particular dif-
ference, neither in the pattern, nor in the absolute values, but
675 nmwas chosen because AODmeasurements at this wavelength
was available at all 4 stations. The dependence of the predicted GHI
on aerosols constitutes an important drawback for the Dudhia,
RRTMG and New Goddard schemes. In many mid- and low-latitude
locations, where solar insolation is strong, aerosols are important
attenuators of solar radiation, particularly in the summer; therefore
the present study can be a first valuable step for further investi-
gation of model GHI predictions in Greece and could be used for
post-processing methods accounting for AOD-dependent factors
and cloud attenuation predictability.

4. Conclusions

In this study, solar irradiance data (GHI) for 2013 from a network
of pyranometers deployed in Greece (HNSE) have been used to
evaluate predictions of the WRF model using four SW radiation
schemes: Dudhia, RRTMG, new Goddard and GFDL. The compari-
sons are certainly affected by spatial differences between themodel
outputs that are representative of a large area (10 � 10 km2) while
the pyranometer data refer to a single point. Particularly under
cloudy conditions these differences become much more important.

It has been found that all schemes show a dependence on solar
zenith angle, resulting in increasing overestimation of predicted
GHI with increasing SZA. For clear sky conditions, this dependence
is small for the Dudhia scheme and increases to up to 30% for
RRTMG and New Goddard and up to 40% for GFDL. Moreover, all
schemes generally overestimate the GHI, even at small SZAs. These
two factors affect significantly the comparisons of the model pre-
dictions with the measurements, particularly when comparing
hourly data. For clear-sky conditions the mean relative differences
of hourly data for SZA smaller than 70� are between�2% and 7% for
all schemes except GFDL (~12%), with relative standard deviations
of about 15%. This level of agreement is worse to that reported by
Ruiz-Arias et al. [45] for 5 sites in the US, who found relative dif-
ferences of between �2 and 4% and about 4 times smaller RMSE.
However in their study they compared only 5 clear days per station,
while here we have used a range of days covering a whole year.

Under all-sky conditions the comparison is much worse, as the
model derived GHI is largely overestimated. For the Dudhia scheme
the mean relative difference is ~42% and for the other three
schemes range between 56 and 73%. The variability of the results is
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enormous with relative standard deviations exceeding 200% and
for GFDL 300%. This behavior is generally consistent for all 12 sta-
tions and suggests that, for hourly data, none of the schemes can
represent successfully the cloud effects on GHI. Wewere not able to
detect a spatial behavior of themodel performance according to the
cloud regimes as defined by Zagouras et al. [59].

All SW radiation schemes are found to result to better GHI
predictions during the warm period (April and July), likely due to
the reduced presence of clouds. Particularly October, is associated
with the greatest GHI overestimations when all sky conditions are
considered.

In the comparisons of daily data, the time integration sup-
presses the variability of the hourly data, and the differences be-
tween model and measurements become smaller especially for all
sky conditions. Subsequently the relative standard deviations are
reduced to about half of those for hourly data. The Dudhia scheme
performs best (mean relative difference 2.3 ± 7.7% (1s) for clear
skies and ~24 ± 80% for all skies). Although the results for the daily
irradiation are generally consistent for all stations of HNSE, how-
ever, deviations of up to ~10% (15% for GFDL) can be detected
among stations for clear skies. For all-sky conditions these de-
viations are twice as large.

Clouds and aerosols are the main factors influencing the model
predictions of GHI and in turn their comparison with measure-
ments. Clouds are produced stochastically in the model, so their
exact position and properties deviate significantly from reality. This
is more important for scattered cloud conditions because the
relative position of the clouds and the measurement point de-
termines whether the most abundant direct solar radiation is
blocked or transmitted. Spatial or temporal averaging of predicted
GHI can smooth the effects of clouds and improve the statistics of
the comparisonswithmeasurements, without improving, however,
the accuracy of the predictions for the actual conditions. From the
comparisons presented in this study, it appears that in most cases
the model overestimates the cloud effects. This means that for each
station, and possibly season, statistical corrections could be derived
for adjusting the model predictions under all-sky conditions which
are expected to improve in a statistical sense themodel predictions.

Aerosols, can affect significantly the GHI mainly under clear-sky
conditions, when the stronger effects of clouds are eliminated. By
correlating the model-to-measurement GHI ratios with aerosol
optical depth data at four stations, it appears that aerosols have a
significant effect leading to an overestimation of the model pre-
dictions of the order of 3e5% per 0.1 unit of AOD at 675 nm. For the
observed range of AOD at the 4 sites (between 0 and 0.3 units) the
overestimation of GHI by the model can be between 9 and 15%. An
improved representation of the effects of aerosols should be ex-
pected if short term forecasts of aerosols, that are already available,
are coupled to the radiation schemes of the NWPmodels and taken
into account either implicitly [46] or explicitly by post processing
procedures. However, the predictability of the aerosol optical
properties that determine to a great extent the attenuation of solar
radiation is not yet mature enough for incorporation in to the ra-
diation schemes. The results of the comparisons between model
predicted GHI under clear skies and measurements can be used to
derive site- and season-depended corrections of the model pre-
dictions for aerosol effects. However, this can be applied only for
the specific locations and not generally for the entire model
domain. An improvement should be expected from the incorpo-
ration of satellite-derived climatology of aerosol optical properties
in the radiation schemes.

The results presented in this work suggest that the four short-
wave radiation schemes that were used in WRF to predict GHI can
lead to significant overestimations under all sky conditions. How-
ever, under clear skies and low to medium aerosol loads the
performance of the four schemes is substantially improved. This
study aimed mainly to detect weaknesses of the application of the
WRF model as a first step towards improvement of GHI predictions
over Greece. The findings can be used as a guide for applications of
WRF for solar energy applications in regions with medium to high
aerosol loads, while they could also be used by model developers
for improving the relevant algorithms of the radiation schemes.
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